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CHAPTER
ONE

DEPLOYMENT OVERVIEW

There are 5 recommended phases for Network Access Control (NAC) deployment.
e Phase 1 - Network Surveillance / Visibility
* Phase 2 - Plan / Design
¢ Phase 3 - Configure
* Phase 4 - Test / Validate
* Phase 5 - Expand Deployment

= Select Deployment Model
Phase 1 Surveillance Select Test POC Netwark
and Visibility Install Server / Sensor
Analyze Test-POC Network

Phase 4 > Test / Validate o e el o

Phase 5 Expand  Add Networks to Sensors
: -~ Deployment " Customize Configurations
~ Test / Validate Use Cases

Following the steps documented in the various phases will allow Administrators with any level of experience with NAC
to successfully deploy the Genian NAC Solution. While not every specific use case or edge condition is addressed, the
steps outlined in each phase cover the most common deployment scenarios and use cases for NAC.
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CHAPTER
TWO

PHASE 1 - NETWORK SURVEILLANCE / VISIBILITY

Gaining visibility into the network will allow Administrators to understand what nodes are active on the network by various
information including IP, MAC, Platform Type, Location, Ownership and Status. This information will be used during
Phase 2 when designing Grouping and Enforcement Policies.

2.1 Step 1 - Select Deployment Model

The first step when deploying the system is to choose a deployment model. Initially, the following decisions need to be
made:

» Will the Policy Server be On-Prem or Cloud?
» Will the Policy Server and Sensor be Physical or Virtual?

The information below provides details that will assist Administrators in choosing the Deployment Model that is best for
their environment:

* Understanding Components
* Deployment Considerations

* Installing Genian NAC

2.2 Step 2 - Select Test/POC Network

It is a recommended Best Practice to select a test/POC network when initially deploying the system. Typically, the test
network is easily accessible to IT staff and includes one or more IT staff member. Information that will be needed when
identifying the test network include, VLAN ID, subnet/mask, and gateway. This information will be required when
configuring the system to monitor the test/POC network.

Example: VLAN 10, 192.168.10.0/24 , 192.168.1.1(gateway)
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2.3 Step 3 - Install Policy Server / Sensor

Instructions for installing the Policy Server / Sensor are listed below which include steps on downloading the ISO image
and installing the image in a virtual environment or on hardware.

¢ [Installing Genian NAC

2.4 Step 4 - Deploy Sensor on Test/POC Network in Monitoring Mode

Once the Policy Server / Sensor have been installed, follow the steps below to add the test/POC network to the Sensor
for Visibility. The Sensor will start to collect information for all nodes in the designated network in the form of Device
Platform Intelligence.

* Administration Console
» Adding And Deleting Network Sensors
* Genian Device Platform Intelligence (GDPI)

The information gathered in this Phase will be used in Phase 2 when planning and designing how the system will be
implemented.

6 Chapter 2. Phase 1 - Network Surveillance / Visibility



CHAPTER
THREE

PHASE 2 - PLAN / DESIGN

After Visibility has been enabled and Device Platform Intelligence has been analyzed for the test/POC network, the next
step is to decide what features of the system will be enabled and what use cases are relevant for the deployment. There
are no configuration tasks in this Phase, just decisions that will determine which steps will be executed in the following
Phase when configuring the system.

3.1 Step 1 - Select from Optional Built-In Services

Note: None of these services are required for Visibility or Enforcement and are all optional.

Genian NAC has several built-in services which are available by default. These services include a DHCP Server, RADIUS
Server, Switch Management via SNMP and Syslog Server. Part of the Planning and Design Phase is to determine if any
of these services will be utilized.

* DHCP Server? - Y/N

* RADIUS Server? - Y/N

* Switch Management? - Y/N
 Syslog Server? - Y/N

3.2 Step 2 - Select Applicable Use Cases

¢ Block all unknown devices? - Y/N
¢ Captive Portal for browser capable devices? - Y/N
* QGuest registration? - Y/N
— Internet only access for Guests? - Y/N
— Role Based Access (RBAC) for Guests? - Y/N
 Categorize networking devices? - Y/N
* Add tag (Trusted for example) to networking devices? - Y/N
¢ Authenticate Managed Devices? - Y/N
¢ AD/Domain SSO? - Y/N
* RADIUS SSO? - Y/N
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* Role Based Access (RBAC) for Managed Devices? - Y/N
* Authenticate BYOD Devices?

* Internet only access for BYOD? - Y/N

¢ Role Based Access (RBAC) for BYOD? - Y/N

» Agent Enforcement for Managed Devices? - Y/N
» Agent Enforcement for BYOD? - Y/N

¢ Agent Enforcement for Guests? - Y/N

* JoT Use Cases? - Y/N

¢ Add tags to IoT devices? - Y/N

» Specific/restricted access for IoT devices? - Y/N
* Other tag use cases? - Y/N

¢ Other/Specific Use Cases? - Y/N

* Regulatory Compliance

 Business Specific, Other, etc.

» Network Security Automation? - Y/N

* Publish to External System? - Y/N

* Receive Alerts from External System? - Y/N

8 Chapter 3. Phase 2 - Plan / Design



CHAPTER
FOUR

PHASE 3 - CONFIGURE

4.1 Step 1 - Configuration Optional Built-In Services

If selected in Phase 2, configure the desired built-in service. As a reminder, these are optional and not required for
Visibility or Enforcement.

* Configuring DHCP Server
* Configuring RADIUS Enforcement
* Monitoring Switch

* Receiving Events
4.2 Step 2 - Configure Features for Grouping, Enforcement and Re-
porting
If selected in Phase 2, configure the desired features to meet the specific use cases of the deployment. Any feature not

selected in Phase 2 may be skipped.

Once all of the desired configurations are completed, they will be used in Phase 4 to Test and Validate use cases.

4.2.1 Create Node Groups to categorize Devices/Users

* Managing Node Groups

4.2.2 Create Tags

* Tagging Nodes
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4.2.3 Create Network Objects/Services/Permissions

* Creating Permissions

4.2.4 Create Enforcement Policies

* Creating and Viewing Enforcement Policy for Nodes

4.2.5 Configure AD Integration

e Integrating User Directories

4.2.6 Configure Single-Sign-On (SSO)

e Single Sign-On

4.2.7 Configure Captive Portal

* Authentication using Captive Web Portal

4.2.8 Configure Network Security Automation
e Sending Events
e Integrating Palo Alto Networks Firewall
e [Integrating FireEye

4.2.9 Configure Alerting / Reporting

* Managing Reports

10
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CHAPTER
FIVE

PHASE 4 - TEST / VALIDATE

5.1 Step 1 - Switch Sensor on Test/POC Network to Enforcement
Mode

Sensors are deployed in Monitoring mode by default. This means all nodes are allowed on the network and even enabled
Enforcement Policies will not be executed. In order to test any use cases which involvement Enforcement, the Sensor will
need to be set to Enforcement Mode. The instructions below outline the steps required to activate a Sensor.

An additional consideration is whether or not to Allow or Block new nodes joining the network after the Sensor has been
activated. This will essentially enable a Zero Trust model where any node not explicitly permitted by any of the previously
configured policies will be blocked until an Administrator specifically grants the node access. When following the steps
below, to enable this option, set the New Node Policy under IPAM to “Deny MAC”. If this option is not enabled, the
default mode is “Allow” and nodes not machining any particular policy will be granted network access.

Configuring ARP Enforcement

5.2 Step 2 - Test / Validate Use Cases

With the Sensor now activated, all applicable use cases can be tested and validated. Any use cases not selected in Phase
2 can be skipped.

* Verify Unknown devices are blocked

* Verify Captive Portal

* Verify Guest Registration

* Verify tags for network devices

¢ Verify Managed Device Authentication
* AD/Domain SSO

* RADIUS SSO

 Captive Portal (non-domain environments)
 Verify Role Based Access (RBAC)

¢ For Managed Devices

e For BYOD

* For Guests

 Verify Agent Enforcement Actions

11
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¢ For Managed Devices

* For BYOD

* For Guests

 Verify [oT Use Cases

 Verify tags/access as applicable

* Verify other tag Use Cases

 Verify tags/access as applicable

* Verify other specific Use Cases

* Verify Network Security Automation
* Verify Publish to External System

¢ Verify Receiving from External System

* Verify Alerting and Reporting

12 Chapter 5. Phase 4 - Test / Validate



CHAPTER
SIX

PHASE 5 - EXPAND DEPLOYMENT

6.1 Step 1 - Install Additional Sensors / Networks

Follow the steps outlined in Phase 1, Steps 3 and 4 to install additional Sensors or add more networks to an existing
Sensor.

6.2 Step 2 - Modify / Customize Configurations

If applicable, modify or customize configurations fro the newly added networks, or Sensors. Skip this step if not applicable.

6.3 Step 3 - Test/ Validate Use Cases

Follow the steps outlined in Phase 4 as a Best Practice when deploying new Sensors or managing new networks to ensure
that everything is operating properly based on the configurations. Repeat as necessary.

13
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CHAPTER
SEVEN

UNDERSTANDING NETWORK ACCESS CONTROL

7.1 What is NAC?

Network Access Control (NAC) starts by checking whether a device is permitted to connect to a network. Based on
this, a device may be allowed or denied access. Such access control is typically provided through a technology known as
802.1X, which provides three important functions called Authentication, Authorization, and Accounting (AAA).

Authentication

Authentication is the process of verifying the identity of a user or device connecting to the network. This is usually done
through the end user entering a username/password. In some cases the MAC address and digital certificates may be used
for authentication.

Authorization

Authorization is the process of determining what network resources an authenticated device can access. Depending on
the type of authenticated device or group of identified users, network, service and time zone may be restricted.

Accounting

Accounting is a process that allows a device to keep records of network access and use it for future billing or security
purposes. This allows you to see who technology of network access control. Recently, due to security vulnerabilities of
network endpoints, it has become desireable to determine eligibility for used what device, when, where, and how. AAA
has long been used as a basic network access by security compliance status of the endpoints. NAC solutions function to
allow administrators to set security compliance criteria other than usernames and passwords, and to control access based
on these varied criteria.

These different aspects of NAC can be divided conceptually into functions that occur before the point of network con-
nection, and after network connection.

Pre-Connect

Pre-Connect refers to operations performed before the endpoint is connected to the network and normal communication
is established. When an endpoint attempts to connect to a network, the endpoint is identified and authenticated using
identity information such as a username / password / certificate / MAC address provided by that endpoint. If this process
does not confirm that the device is authorized, the network connection will be denied. This process can be provided via
802.1X through a device such as a switch or a wireless LAN access point, or through ARP control.

Post-Connect

If the endpoint meets the requirements of the Pre-Connect phase, it will be given access to the network with a certain
level of authorization. At the time of connection, the NAC begins continuously monitoring the endpoint for compliance
to policies set by the administrator. If and when the policy is violated, the network privileges of the endpoint may be
reduced or revoked to isolate the endpoint. An agent can be used to monitor the state of the endpoint. The agent monitors
the status of the endpoints hardware and software for compliance. Upon change, the NAC policy server is notified and
network access can be controlled if a violation has occurred.

15
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7.2 The Evolution of NAC:

First Generation

The earliest generation of NAC is user and device authentication based on 802.1X protocols. If a device tried to connect
to switch ports or wireless access points, it was required to provide a username/password or certificate, to be approved
by a RADIUS server. This approach allowed or denied access at the level of the switch port or the wireless access point.
This method, while effective can be difficult to implement and is not compatible with all devices.

Second Generation

The second generation of NAC expanded to information gathering capability through SNMP with network devices or
using independent network sensor devices. This generation also introduced access control methods in addition to 802.1X,
such as VLAN quarantining, ARP based control, and port mirroring. This era also coincided with an increasing shift to
wireless networking. To manage the emerging vulnerabilities of WLANS like rogue access points, solutions like network
sensors, wireless controllers and endpoint agents were increasingly utilized for visibility and control.

Third Generation

The third generation of NAC expanded into automation. Agents became able to automatically configure endpoint devices
to comply with security policy, and enabled the creation of a cooperative security model through integration with various
systems. For example, a security system operating in the perimeter of the network such as an IDS or firewall may be able
to identify threats, but at best, it can only block traffic that flows through it. Integrating with a NAC provides the ability
to quarantine malicious devices from the rest of the LAN. A NAC can also share detailed endpoint and user information
to other security systems to enhance their functioning. These integration commonly use standardized protocols such as
REST, Webhook, and Syslog.

Fourth Generation

The current generation of NAC aims to address the issues of reduced endpoint visibility that have come along with
the increasing prevalence of IoT and BYOD. A main feature of this generation is an increasing move towards advanced
device fingerprinting for managing business concerns such as end-of-life or end-of-support for assets, as well as automated
management responses to known and emerging vulnerabilities. Lastly there an increasing reliance on and integrations with
cloud technologies, mirroring the increasing use of cloud computing in fast changing networking environments.

7.3 Problems Addressed By NAC

Entry By Unauthorized Devices

Networks that do not implement NAC may be accessed by any device that is plugged into a switch port, or connects to
a wireless acces point. Even if password protection is enabled, a user may still log into the network with an unapproved
devices. This carries a substantial risk of introducing malware into the network. NAC can safeguard against these threats
by denying access by unapproved devices.

Lack of Detailed IP Tracking

Most security systems leave an IP address in the audit trail but may not associate that IP with a user, or a device. This
means that in environments with changing IP addresses, it is difficult to determine which device or user may be responsible
for a security violation tied to an IP. NAC can keep track of all the connected endpoints through continuous network
monitoring, and can provide various information about the endpoint that used the IP at a certain point of time in the past.

Disorganized Asset Management

properly manage assets and ensure compliance to regulatory standards. However, it is difficult for administrators to
accurately identify IT assets Today's IT environment is much more complex than in the past due to BYOD, IoT, and so
on. These conditions require thorough assessment in order to and check their status at all times. To reduce administrative

16 Chapter 7. Understanding Network Access Control
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burden, NAC can provide endpoint details such as the manufacturer, product name, name, location (switch port or physical
location), user name, network connection / disconnection time, etc.

Poor WLAN Security

As mobile devices such as smart phones spread into business environments, they expand the usage of wireless LAN. In
many networks, a shared password is used. Shared passwords can be easily exposed and it is difficult to trace because
they can not be linked to a specific user. The company's shared password should, in principle, be changed if an employee
who knows the password leaves the company. However, this is not an easy change to manage. To solve this problem, an
802.1X system is required to allow authentication using a personal password when accessing a wireless LAN. By default,
NAC supports 802.1X, allowing for better wireless security.

Unauthorized Access Points

As the network technology develops, the user endpoints can access various types of external networks in addition to the
network provided by the company to which the user belongs. Problems such as leakage of internal data may be caused
by if a user connected to the internal network creates an access point to the network on their device that is available to
outside entities. Data leaks may also occur if a device with sensitive data connects to a public network. NAC monitors
WiFi that can be accessed from inside the company, and manages and controls which users are connected. Therefore
both rogue access points and the use of non corporate networks can be identified and blocked.

Non-Compliant Endpoints

To solve security problems, administrators require employees to set up essential software or operating system settings, or
may prohibit use of certain programs. However, security incidents are constantly occurring because not all users' endpoints
meet their requirements. NAC continuously monitors the essential settings, such as antivirus software and screen savers,
to ensure that theys are properly complied with, allowing non compliant devices to be blocked/quarantined, and fixed in
case of violation.

Insecure Operating Systems

The most important thing for security of endpoint is application of latest security patch. NAC continuously monitors the
endpoint and isolates unpatched endpoints from the network. This is different from typical endpoint management software,
in that the control operates at the network level that the endpoint has reached. Through network control, administrators
can make strong regulations that users can not bypass.

7.4 The Difference Between NAC and Firewall

Users who are not familiar with NAC technology often confuse their roles with firewalls. Because of the generality of
the term Network Access Control, it is easy to think of a firewall as a product of the same function. However, the two
products have the following major differences.

Endpoint vs. Network focused

A firewall is generally located between two or more networks in its configuration location to provide access control for
communication between the networks, while NAC controls communiniation between endpoints within a network. For
example, NAC can control a file share between two PCs on the same subnet, while the firewall generally does not.

Dynamic vs. Static policies

Firewall policies are usually made through objects such as addresses and ports of the source / destination called 5 Tuples.
Recently, next-generation firewalls have begun to provide control through additional objects, such as users. In NAC,
devices are organized into groups by multiple criteria. As the devices behavior and attributes change, the group the device
is place into changes. Each of the groups can be linked to a security policy with a certain level of network privilege. For
example, an endpoint that is not running an antivirus can be identified in real time and quarantined on the network.

Internal vs. External networking

7.4. The Difference Between NAC and Firewall 17
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A firewall generally controls traffic by blocking non compliant traffic coming into and out of a network, and generally
works off simple rule sets. NAC acts on the endpoints themselves to control traffic between devices within the network
in a more flexible fashion.

NAC and firewall solutions play complementary roles by addressing different aspects of network control.

7.5 Steps to Implement NAC

Gain Visibility

The ultimate goal of NAC is to control and manage the use of non-compliant end-user devices that connect to the network.
For this purpose, however, it is very difficult to immediately apply control functions to the network. For example, when
setting up 802.1X, it is often unclear if all networking devices and enpoint are compatible. Additionally, it is not obvious
how to collect information for non compliant devices to bypass 802.1X. A proper setup for 802.1X requires visibility.
However, 802.1X does not provide visibility until it is full implemented and controlling connections.

Additional strategies must be used to gain endpoint visibility such as IP, MAC, platform type / name / manufacturer, host
name, connection switch / port, connection SSID, service port, and operation status. Agents and other means can help
establish this visibility.

Classify Endpoints

Once the visibility is secured, a security policy should be established. The first step is to classify the endpoints based on
the collected data to determine which groups require control. The classification of endpoints ideally groups endpoints in
a way relevant to the IT manager's daily tasks or that indicates compliance status with organizational security rules.

Control Access

The methods of control should be applicable in a variety of ways, depending on the network environment or the status
of the device. Technologies such as: 802.1X, ARP, SNMP switch control, SPAN, and agents may be used, as well as
integrations with other security systems. The first consideration in the access control phase is the user's authentication.
With identification being an important task, it is generally recommended that the user database be aligned with the existing
authentication system in use at the deployment site. LDAP interlocks, such as Microsoft Active Directory, or enterprise
services such as Google G-Suite, Office 365, email, and even RDBMS, are common options. The next step is to provide
role-based access control on the nature of the device or the user authenticated. The next step is to attributes may be used
to allocate VLANS or block connections so that organization provide role-based access control on the nature of the device
or the user athenticated. User departments have different access rights for authenticating from devices, or using network
resources.

If a user tries to access resources that have ben restricted, they can be redirected to a captive web portal. This portal may
be customized so that the user can know which policy they are in violation of, and in turn how to become compliant.

IT Security Automation

Automation is the automatic application of security standards set by the administrator, such as operating system/software
updates and settings, installation and operation of essential software, etc. This allows for devices that may violate a policy
to be brought to a compliant status before network privileges are revoked. For example, a non-compliant device may be
identified by the agent, and automatically corrected, without the intervention, of an administrator.

For more detailed deployment practices and considerations, see Deployment Considerations.

18 Chapter 7. Understanding Network Access Control
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7.6 Features of Genian NAC

* 4th Generation NAC
Genian NAC is the flagship product of 4th Generation NAC, providing advanced visibility through network
sensors, without the need for infrastructure changes. The information discovered can be used to dynamically
group endpoints by over 500 criteria in real time. Flexible configuration options make it quick and easy to
deploy.

¢ Advanced Sensor Based Visibility
Genian NAC uses network sensors that connect directly to the broadcast domains of each network, minimizing
interworking with existing IT infrastructures, even working well in legacy networks. This approach allows for
visibility of Broadcast (ARP, DHCP, uPNP, mDNS) and Multicast traffic on each subnet.

¢ Advanced Endpoint Platform Information
Device Platform Intelligence makes it easy for IT managers to perform daily management tasks by providing
detailed endpoint information such as: End-of-Sale , End-of-Support, Network connection method, Manu-
facturers bankruptcy, Manufacturers merger, Manufacture country, List of published vulnerabilities, etc.

¢ Multiple Access Control Methods
Genian NAC provides the broadest set of access control methods compared to other NAC products. These
include: ARP control, DHCP server, switch control, SPAN based control, agent based control, and 802.1x.
This makes it easy to establish comprehensive security. (See: Policy Enforcement Methods)

* Diverse Security Automation Functions
The Genian NAC agent make it easy to manage endpoint operating systems, software, and hardware, in
addition to collecting detailed information and other services.

¢ Enhanced WLAN Security
Genian NAC collects wireless information through network sensors and agents to deliver security functions
such as rogue AP detection, unauthorized wireless LAN connection monitoring/ control, and blocking of soft
APs.

¢ Excellent Interoperability
REST API, Webhook, and Syslog, are supported for interworking with existing IT systems.

* Flexible Configurations
On-Premises or Cloud-managed versions provide the right solution for everyone, whether using an in-house
IT department, or an out-sourced management service. In addition, it is a software based product, so users
can select the hardware or virtual environment they desire to use.

* Function Based Editions

Genian NAC is available in 3 Editions based on the implementation steps above. See: Compare Editions.
The Basic Edition is primarily intended to quickly provide visibility into the early stages of NAC deploy-
ment without changing the existing network configuration. The Professional Edition provides network access
control functions such as 802.1X, ARP control, and SPAN control, and may be upgraded to after the Basic
edition is used to assess the network. Finally, the Enterprise Edition can be considered if there is a need to
apply automated endpoint control, interwork with other security systems, provide role based administration
or high availability deployment.

7.6. Features of Genian NAC 19
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CHAPTER
EIGHT

DEPLOYING GENIAN NAC

This chapter introduces you to basic information you should know before installing Genian NAC.

8.1 Understanding Components

To operate Genian NAC, various components are required. This chapter describes the role and installation location of
each component.

8.1.1 Policy Server

The policy server is a central management system that stores all the data and settings of Genian NAC. The other com-
ponents receive the configuration for their operation from the policy server, and then transmit the collected information.
Typically, the policy server resides in the organization's data center and is installed on a physical server or virtual machine.
The policy server may also be cloud hosted.

Another role of the policy server is to provide the administrator's management console through which all components are
managed. You can view the collected information and establish your organization's security policies here.

8.1.2 Network Sensor

The network sensor is located in each network segment, monitors the network, detects nodes, collects information about
them, and transmits it to the policy server.

The network sensor is connected to a regular network access port and does not require special settings such as port
mirroring. However, when collecting information from several VLANs with one physical sensor, it should be configured
as a trunk port through 802.1Q. In this case, a separate sensor node will be shown in the web console for each VLAN.

The network sensor monitors broadcast packets such as ARP or DHCP to detect that a new device is connected to the
network. And it detects platform or acquires device information through various broadcast packets such as UPNP and
NetBIOS.

Therefore, network sensors must be connected to every broadcast domain. If there are remote sites connected to the
WAN, a separate network sensor is needed for each location. Other sensor deployments (Port Mirror (SPAN) , in-line)
are supported, but do not provide all features. For more information see: Deployment Considerations

The network sensor functions mainly over a physical or emulated wired ethernet interface. The network sensor may be
operated on the same system as the policy server or may be constituted by an independent system. Only one policy server
is needed for all network sensors.

21
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Wireless Sensor

The Wireless Sensor is a sub component of the network sensor. It monitors the radio signal through the wireless LAN
network interface to detect the SSID and wireless clients around the sensor. This data is collected in real time around the
clock, and logged on our policy server where it is cross referenced with node and user data. This allows for you to identify
threats like rogue access points, connection issues like channel conflicts, and to keep detailed accounting of when and by
whom your networks are being accessed.

The Wireless Sensor can be configured on the same system as the Network Sensor if a WLAN interface is present. The
Wireless Sensor may also be configured on a separate device to better detect signals in different areas of the deployment
site.

Wireless sensors may not be used depending on whether wireless related functions are used or not.

Note: Network Sensors installed onto a virtual machine typically will not have direct access to the wireless interface
on the host hardware. As a result, a wireless sensor will not operate, even if the host machine uses a wireless network
interface. Genian NAC will detect the hosts wireless interface as a wired sensor interface. In this case, an endpoint agent
installed to a device with a wireless NIC can perform the functions of a wireless sensor. See: Controlling WLAN

Network Enforcer

The Network Enforcer is a sub-component of the network sensor that provides independent network access control for
devices that violate an organization's policies. This makes it possible to isolate devices themselves without the help of
existing network infrastructure. Like the network sensor itself, the Network Enforcer functions over a physical or emulated
wired ethernet interface.

By enabling the Enforcer on the network sensor installed in each network segment, ARP-based Layer 2 Enforcement can
be provided, which is the easiest way to provide network access control with network sensors without additional hardware.

Another Enforcer can be connected to the core switch with a SPAN Port (Mirroring) to terminate the session upon
detection of unauthorized network access. This requires separate independent hardware capable of processing according
to the amount of network traffic.

If a sensor is deployed in-line, prohibited traffic will be blocked from passing through the gateway.

8.1.3 Agent

Agent is software installed in the user's desktop system. It periodically collects operating system, hardware, software
and network related information and sends it to the policy server when a change is detected. It also provides desktop
configuration management capabilities, making it easy to manage the required settings for your organization's security
policies.

This is an optional component.

The agent provides its own security functions such as termination prevention and deletion prevention according to the
administrator's setting.

22 Chapter 8. Deploying Genian NAC
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Table 1: Supported operating systems

Windows macOS

Windows XP (SP2) Apple OS X Mavericks
Windows Vista Apple OS X Yosemite
Windows 7 Apple OS X El Capitan
Windows 8 Apple macOS Sierra
Windows 8.1 Apple macOS High Sierra
Windows 10 Apple macOS Mojave

8.1.4 Updating Components

Genian Data

The Policy Server routinely updates CVE Information, Node Information, OS Update Information and Platform
Information from the Genians Cloud.

Genian Software

Software Updates for the Policy Server, Network Sensor, and Agent can be downloaded and applied from the Genians
Cloud in the System software section of the Web UL

For Genians Cloud-managed subscribers, the Policy Server Software Updates are automatically installed.

For more configuration and update information, See: Deployment Considerations and Managing System Software

8.2 Deployment Considerations

8.2.1 Successful NAC deployment with Genian NAC

Establishing network access control can lead to changes in the network environment. To avoid distruption to end-users,
Genian NAC uses a phased approach to deployment. Based on the experience gained by deploying NAC to many cus-
tomers over 10 years, Genians highly recommends the following deployment steps:

Step 1: Gain visibility into your network assets
Understanding your network and user environment is the most important factor in establishing security policies and suc-
cessfully applying network access control.
Having visibility into the network and the user device means that the following information can be monitored in real time:
» Exact type and quantity of devices in the network, including switches / routers and their configuration
¢ Operating system / hardware / software information of the user's device
* Wireless LAN environment

There are many ways to achieve this visibility. We hear from many customers that they have failed to achieve visibility
through the 802.1x access control method, which has a high degree of implementation complexity. It is very difficult to
establish gradual network access control through 802.1x, because 802.1x is a technology designed for control rather than
visibility. This means that network control must be established before visibility is obtained.
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Another method is switch device integration via SNMP / CLI. This makes it easier to obtain visibility without control.
However, considering compatibility with switch manufacturers and models, as well as un-managed switch devices, there
are still considerable limitations.

To address these complexity and compatibility issues, Genians offers a method of securing visibility through an indepen-
dent Network Sensor. The network sensor is connected to each subnet (broadcast domain) and can be deployed without
changing the existing network environment. Usually, installation and full visibility can be acheived in under three days.

Genian
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Genian NAC also provides Agent software for greater visibility into Windows and MacOS operating systems. It can be
installed on the user's system to collect information (operating system / hardware / software / update, etc.) desired by the
administrator.

Step 2: Classify assets and check compliance

Once the visibility of the IT assets is established, the next step is to classify known assets. Genian NAC offers more
than 500 different conditions for grouping assets. Node group membership updates in real time as the status of the node
changes.

Ideally, groups are defined by multiple perspectives, such as who the intended user is, what kind of device the node is,or
what subnet the nodes are part of. To this end, various additional information such as manufacturer / product name /
model information, connection method, and more are provided by Genian NAC's Device Platform Intelligence.
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(@) Genians

Device Platform Intelligence / Cisco SG300-20 Switch

Platform’s Common Vulnerabilities and Exposures (CVE)

CVE-ID Severity v3.0  Severity v2.0

CVE-2017-12308
01/18/2018

SOLUTIONS

GENIAN NAC RESOURCES COMPANY Q ‘TRIAL & BUY

Cisco SG300-20 Switch

Platform Infarmation

Search Engine

End of Sales

End of Support
Wired Connection
Wireless Connection
Fingerprinting Source

Added at

Manufacturer Name
Homepage
Headquarters

Business Status

Description

vitches/sg300-20-20-port-g

Yes (2018-08-04) more info

Planned (2023-08-31) more info

Yes
[ ac out | mic venpor | shme psso | sime oo J owce |
Nov 11, 2015

Cisco Systems Inc.
http://www.cisco.comy
United States of America

Ongoing

Suggest Update

A vulnerability in the web framework of Cisco Small Business Managed Switches software could allow an
unauthenticated, remote attacker to conduct an HTTP response splitting attack against a user of the web interface of an

affected system. The vulnerability is due to insufficient input validation of some parameters that are passed to the web
server of the affected system. An attacker could exploit this vulnerability by convincing a user to follow a malicious link or
by intercepting a user request and injecting malicious code into the request. A successful exploit could allow the attacker
to execute arbitrary script code in the context of the affected web interface or allow the attacker to access sensitive

In addition to administrative classification, classification of devices that violate security regulations is also very important.

In general, groups may be configured for:

* Devices that are not assets of the company are connected to the network (personal devices)

¢ PC's without antivirus software

¢ Non-Authenticated devices

Step 3: Establish IT security policy and remediation

Once an IT security policy is established, control of the device that violates it is required. Becasue it is not easy to control
all identified violation devices at once Genian NAC provides a step-by-step, automated approach.

The Agent is equipped with a variety of control action plug-ins to automatically process various security settings and
configurations without user intervention. The Captive Web Portal (CWP) can also guide you through the tasks you need
to perform, such as guest user on-boarding.

For more information on control actions, see Controlling Endpoints with Agent

8.2. Deployment Considerations
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Step 4: Enforce network access control and Quarantine non-compliance devices

After removing the known unauthorized device through the above steps and completing the necessary security measures
for the user's device, the remaining task is to continuously monitor whether the security regulations are complied with,
and to control network access by the devices that violate the regulations. At this stage, various control methods can be
selected according to the network environment and required security level. Genian NAC provides a variety of controls
for this.

e 802.1x

 Layer 2 (ARP, DHCP)

¢ SNMP/CLI (Port Shutdiown)

¢ Port Mirror (SPAN)

* Inline

¢ Integration with 3rd party device (Firewall, VPN, etc)
e Agent

For details about each control method, see Policy Enforcement Methods
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8.2.2 Technical Considerations

Topic Layer 2 Sen- | SNMP/CLI Port  Mirror | Inline 802.1x Agent
sor/Enforcer (SPAN)
Access Con-
trol at L
21'0 at Layer Yes Yes No No Yes No
Access Con-
trol at L
3 RBAC Switch Port | RBAC No Switch Port | OS Firewall
ACL ACL
Post-
admission
Control ARP, DHCP VLAN/ACL. /Sln‘}‘é:%l)}lil(ST, Filtering CoA OS Firewall
unreach.
Additional
Hardware
Network Managed Full traffic Full traffic 802.1x No
Sensor Switches capable capable Switch/AP
Device, Device
Tap Device,
SSL
Decryption
Device
Endpoint
Dependency
No No No No 802.1x Agent
Supplicant required
WLAN Monitoring Monitoring No No Monitoring / | Monitoring /
Security (WNIC on (SNMP with Control Control
Sensor) Controller) (WPA2- (SSID
Enterprise) Whitelist)
Layer 2 Se-
curity Detect MAC | No No No No No
Spoofing,
Detect Rogue
DHCP,
Managing IP
Conflict

CoA*: Change of Authorization, RFC 5176 - Dynamic Authorization Extensions to RADIUS
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8.2.3 Management Considerations

Topic Layer 2 Sen- | SNMP/CLI Port  Mirror | Inline 802.1x Agent
sor/Enforcer (SPAN)
Network
Config . . .
Change Trunk port Switch Tap Device, Gateway Switch No
(optional) Config, SPAN Port Change Config,
VLAN/ACL VLAN/ACL,
Endpoint
Config
Compatibil-
ity I
fhy Issue No Vendor- No No RADIUS 0S
dependent Vendor Type/Version
SNMP Attribute,
MIB/CLI non-802.1x
capable
Device
(Poor wired
device
support)
Easy of De-
1 t
ploymen Easy Difficult Intermediate | Easy Very Difficult | Intermediate
Phased Yes Yes Yes No Must be Yes
Deployment controlled
(Discover from
First, Control the start of
Later) deployment
Single point
f Fail
ot Fatlure No Yes Yes Yes Yes No
Vendor
Lock-in . . .
No Intermediate | No No High Intermediate
Recom-
mended . ;
for Essential Extended Wireless Extended
Discovery information network information
and Control and port and enforce
control compliance
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8.2.4 Deployment Models

On-Premises

Policy Server and Network Sensor can be deployed flexibly.

* Policy Server/Network Sensor combined may be hosted on a single appliance or separately
* Sensor(s) may be deployed centrally (802.1Q trunk or mirror port) or distributed between networks.
— Trunked Sensors support up to 128 Vlans(recommended 64 VLANs)

— For more info on sensor modes , see: Controlling Network Access

Genian NAC Deployment — On-Prem Policy Server

- Policy Server hosted in customer Data Center

- No requirements for network environment (RADIUS or Other)
- No edge switch, controller or AP configuration required

- High Availability Not Required (fails open not closed)

- Truly Vendor Agnostic — No Network Dependencies

- Rapid Deployment (10 minutes per Server/Sensor)

: T Policy Server Q
@ Sensor
,,,,,,,,, : [

Sensor

i

Layer 2 ARP
Enforcement
“ 1
¥ 1 v
Layer2 ARP [/ 1
e Enforcemerl,I 1 ; H
i
/ ! = >3 pu
/ " X = = =
@ %\ CEEEEEET
— CEEEEEET
L,
ki N -
() Genians

Configuring High Availability
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Genian NAC Deployment - DR Policy Server

- Secondary Server provides real time backup of
logs and database.

- In the event of a failure on the Main Server, the
Secondary Server provides continuity of service.

"HQ DR

DB sync
LOG sync

Y,

=@
Network Sensor s

@) Genians

Your Cloud

The Policy Server may be hosted in an existing Private Cloud by utilizing the publicly available AWS AMI. Deployment
instructions are posted in the AWS Market Place product listing for Genian NAC Policy Server.

Genians Cloud

The Policy Server may be hosted in a Private site in the Genians Cloud which can be launched from Genians.com.
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Genian NAC Deployment — Cloud Policy Server

- Policy Server hosted in Genians Cloud or Customer/MSP AWS Cloud
- No requirements for network environment (RADIUS or Other) Policy Servér ¢
- No edge switch, controller or AP configuration required

- High Availability Not Required (fails open not closed)

e g
o 4
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Our Cloud or
- Truly Vendor Agnostic - No Network Dependencies Vonr o]
- Rapid Deployment (10 minutes per Server/Sensor)
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NAC AS A SERVICE (MSP READY)

Essential Features For CyberSecurity-As-A-Service
Enhance the way of monitoring your customer network:
* Security infused IT Asset Management empowered by Device Platform Intelligence

* Ongoing Compliance-As-A-Service for Networks and Endpoints

* Network anomaly detection
¢ Customizable dashboards and reports

Secure network connections made by any type of IP enabled devices at the edge:
* Control unauthorized/rogue/misconfigured devices

 Support a productive onboarding process

¢ Quarantine/Remediation

* Desktop configuration management

Plus, the built-in services:

¢ RADIUS Server for AAA (802.1x)
e DHCP Server for IP management

* Syslog Server for Log and Event Management

8.2. Deployment Considerations
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Cloud Ready
Supports various Cloud environments:
 Public Cloud (AWS, Azure, Google)
¢ Private Cloud (VMWare, OpenStack)
¢ Nutanix Hyperconverged Infrastructure (HCI)
Genian NAC Components:
* Policy Server: Supports multi-tenancy (Docker container)
» Network Sensor: Support Universal customer premises equipment (uCPE)
* Agent: Multi functional features and customization
Management:
* One-stop service (sites, users, licenses, subscriptions, billing)
* Virtual domain support
* Centralized dashboard/reports
¢ Zero Config Provisioning

¢ White label service

Additional Deployment Models
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On-Premise

Distributed HQ Sensor Deployment

- Policy Server hosted in customer Data Center or Cloud
- Sensors have presence in wired/wireless VLANs to be Enforced
- Sensors directly connect to each HQ network segment

s’ i h
BranCh Policy Server HQ
% """ T runk Il:%l 8 Sensor i Sensor g T Sensor i
Sensor A Eorma— A
"'._. YLAN 10 YLAN 20 VLAN 30
i P e -
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— é. | = | é‘ | ‘é | CEEELERT
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Typical On-Prem RADIUS Deployment

- Policy/RADIUS Server hosted in customer Data Center
- Nodes are detected via RADIUS Accounting

- No Sensors are required

- No Device Platform Intelligence (DPI) available

N /7 == “
Branch N HQ
| . - :: ......... Server Farm
% E?DIUS Policy Server
";“”3 W/RADIUS
T HADILIS YLAN 10 / VLAN 20 J' \ (VLAN 30
4_:&-"""" Clients = =
— —
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N imoiome ﬁ %
[cocovoo=] — — — —
ey LL Y ey
- AN -/
() Genians
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Typical On-Prem RADIUS Deployment with DPI

- Policy/RADIUS Server hosted in customer Data Center

- Sensors have presence in wired/wireless VLANs to be Enforced

- Trunk port configuration is required to control multiple VLANs

- Sensors provide Device Platform Intelligence (DPI) ..o
- Policy Server can also act as a Sensor

HQ

.. /N B =
i (=1 Tk g Server Farm

e o VLAN 10 / VLAN20 | v \ CVLAN 3D
i
YLAN 100 YLAN SUV ‘_.-b ‘_.- g

o N vy

() Genians
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Genians VPN Enforcement — Unauthorized User

Unauthorized
User

Authorized
User

Policy Server
w/RADIUS

Data Center

Highlights:
No Agent Required

AD/Local User Accounts
No RADIUS CoA Required

RADIUS Enforcement

- VPN Firewall/Server Sends Request to Genians
- Genians Responds with Access-Reject
Message

= User Unable to Establish VPN Connection

(@) Genians
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Cloud

Typical Cloud RADIUS Deployment

- Policy/RADIUS Server hosted in Genians Cloud
- Nodes are detected via RADIUS Accounting

- No Sensors are required

- No Device Platform Intelligence (DPI) available

Policy Server |&
wW/RADIUS

" Branch i . HQ
___________ :: .. Server Farm
% RADIUS
Clients
PO (0 wmio 7 wmz v\ N wauss
| VLAN SUV "':: "_:
;' ‘é. | l;. | é. | é | {=lvlelvirlele} |
& N S
() Genians
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Typical Cloud RADIUS Deployment with DPI

- Policy/RADIUS Server hosted in Genians Cloud

- Sensors have presence in wired/wireless VLANs to be Enforced

- Trunk port configuration is required to control multiple VLANs

- Sensors provide Device Platform Intelligence (DPI) S
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8.3 Compare Editions

Genian NAC is available in three editions: Basic, Professional, and Enterprise.
Each edition has the following purpose.

Basic
Provides visibility into network and IT assets.

Professional
Provides network access control according to IT security policy.

Enterprise
Provides advanced and automated IT security.

Your deployment can be built and upgraded step by step using each edition, making it easier to build gradually with less
cost.

Please refer to the function comparison table for each edition below to select the product that suits you.

Category Feature Basic Profes- | Enter-
sional prise
Visibility Detect/Monitor IP-enabled Device Yes Yes Yes
Device Platform Intelligence (Name, Type, Picture, | Yes Yes Yes
EOL, Connection, CVE)
continues on next page
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Table 2 - continued from previous page

Category Feature Basic Profes- | Enter-
sional prise
Switch Port Information Yes Yes Yes
WLAN Monitoring / Security (Rogue/Misconfigured | Yes Yes Yes
AP)
Basic Endpoint Information (OS, HW, Software) by Win- | Yes Yes Yes
dows/macOS Agent
Condition based Dynamic Node Group Yes Yes Yes
Customizable Dashboards (Over 100 Widgets) Yes Yes Yes
Track Changes / Audit Logs Yes Yes Yes
Network Anomaly Detection (MAC Spoofing, Rogue | Yes Yes Yes
Gateway, Ad-hoc)
Basic Reports (Node, WLAN, Log) Yes Yes Yes
Notification (Email/Text Message) Yes Yes Yes
Custom Reports Yes Yes
User Authentication | Captive Portal Login (Web login) Yes Yes
Active Directory SSO Agent Agent-
Based less
External User Directory Integration Yes
(LDAP/RADIUS/SMTP/POP3/IMAP/SAML?2)
Multifactor Authentication (Text Message/Email/Google Admin Yes
OTP) Only
Network Access | 802.1X based Control (RADIUS Server, EAP, MAB, Yes Yes
Control VLAN Assign, CoA)
ARP based Layer 2 Enforcement Yes Yes
Port Mirroring (SPAN) based Enforcement Yes Yes
In-line Enforcement (Dual-homed Gateway) Yes Yes
Switch integration (SNMP) based Enforcement Yes Yes
DHCP based Enforcement (DHCP Server) Yes Yes
Role based Access Control Yes Yes
IP Address Management(IPAM) Yes Yes
Tag-Based Control of Users, Wlans and Devices/Nodes Yes Yes
(E.g., Guest devices, temporary privileges, policy exemp-
tions)
Desktop  Manage- | Compliance Check (Antivirus, OS Update, Required Yes Yes
ment SW, OS Settings)
OS Configiguration (Screenlock, Internet Options, DNS) Yes
Windows Update Management (Offline Update, Update Yes
Cache, Approval)
External Device Control (USB and etc.) Yes
802.1X Connection Profile Provisioning (Wire- Yes
less/Wired)
EAP-GTC Plugin for Windows (Support Regacy Pass- Yes
word Authentication)
WLAN Control (SSID Whitelist, SoftAP block) Yes
Integration User Directory Sync (RDBMS, Active Directory, LDAP, Yes
Google)
Webhook / Syslog / SNMP trap (Outbound) Yes
REST API (Inbound) Yes
Syslog Server (Inbound) Yes
Business Process User Consent Pages Yes

continues on next page
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Table 2 - continued from previous page

Category Feature Basic Profes- | Enter-
sional prise
Request/Approval via CWP (IP, Device, User, Guest Yes
User, External Device)
Role based Administrator Yes
Custom Fields (Node, Device, User) Yes
Custom Captive Portal Pages Yes
Multilingual Support Yes
Scalability and | High Availability (Policy Server / Network Sensor) Yes
Availability
Interface Channel Bonding Yes
Disaster Recovery (DB Replication, Redundant Policy Yes
Server)

¢ Added in Genian ZTNA 6.0

8.4 Sizing Software and Hardware

8.4.1 Five steps to specifying the right software and hardware

This chapter provides a guideline for choosing the right Genian NAC software and hardware. Specifying the right software
and hardware is dependent on a number of factors and involves developing a usage profile for the users and the network
environment.

8.4.2 Step 1. Identify the Total Active Devices Number for Software License

The license of Genian NAC Software is based on the number of devices connected to the network and running. The
number of devices is measured by the number of unique MAC addresses connected to the network. In order to purchase
Genian NAC in the right size, it is necessary to know the number of devices in operation. This value can usually be found
in the following ways:

¢ The number recognized by the IT / Network Administrator
* The existing IT management system (Asset Mgmt, Network Monitoring)
* Verifying actual numbers through Genian NAC Trial Version (Download and Identify Devices)

All devices that use TCP/IP communication, such as IP phones, surveillance cameras, as well as PCs should be
considered as devices.

As your network grows, and the number of devices exceed your License limit, some information of new devices will be
hide. But all policies work normally. (Product feature limitations due to license overrun may change without notice.)

WA Fastioem Hoatname Hostzame (Kame) Swach Post Teailic Cmstgeng Trafi: ecoming Trallic | $50 A User
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When devices are no longer seen on the network the License will then be carried over to the next active and running device.
If you purchase an on-premise product, there are no licensing deadlines, only maintenance expirations. If maintenance
contract expires, then you cannot upgrade to a newer version or update any of the various databases.

8.4.3 Step 2. Identify the Total Active Nodes Number for Hardware

You need to know the number of nodes to estimate the capacity of the policy server. A node is an endpoint on the network
consisting of a combination of IP and MAC. If a system with a single MAC address is using multiple IPs at the same time,
the number of devices is one, but the number of nodes can be several. Because Genian NAC manages all information on
a per-node basis, it is closely related to the number of nodes in the capacity of the policy server.

Depending on the number of nodes in the network you wish to install, we recommend the following minimum specifica-
tions:

Policy Server:
2,000 Nodes | 10,000 Nodes | 20,000 Nodes | Over 20,000 Nodes
CPU Intel Dual Core | Intel Quad Core | Intel Hexa Core | Intel Octa Core
Memory | 8 GB 16 GB 32 GB 64 GB
Storage | SSD 128 GB SSD 256 GB SSD 512 GB SSD 1 TB
Network Sensor:
2,000 Nodes | 5,000 Nodes 10,000 Nodes | Over 10,000 Nodes
CPU Intel Dual Core | Intel Quad Core | Intel Hexa Core | Intel Octa Core
Memory | 2 GB 4GB 8 GB 16 GB
Storage | SSD 128 GB SSD 128 GB SSD 128 GB SSD 128 GB

8.4.4 Step 3. Identify the Total Managed Networks Number

Genian NAC requires the installation of a sensor for every single layer 2 broadcast domain. Therefore, the number of
managed broadcast domains is an important factor in determining the sizing of the product. The number of network
sensors required depends on two factors:

* Number of VLANs
¢ Number of remote networks with routing

A single network sensor can support up to 128 VLANs. When an 802.1Q VLAN Trunk connection is provided through
the Core Switch, sensor services for up to 128 networks are provided over a single physical connection. If the managed
network is physically separated and configured as a WAN connection, one Sensor will not be able to configure Layer 2
connections to different regions. If this is the case, you will need to configure a separate sensor for each remote network.

For example, if you have a corporate WAN with 4 branches, 1 sensor per branch is required. If any branch has multiple
broadcast domains that you cannot access via a 802.1Q trunk port, you will need an additional sensor interface for each
broadcast domain. A single sensor device may still be used.
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8.4.5 Step 4. Identify the Total Agent Applied Devices Number

The number of systems requiring agent installation is closely related to the capacity of the policy server. Data and various
events collected by the agent are sent directly to the policy server. Therefore, when the number of agents is large or the
agent performs complicated tasks, the load on the policy server becomes high. We recommend that you follow these
minimum requirements:

1,000 Agents | 5,000 Agents 10,000 Agents
CPU Intel Dual Core | Intel Quad Core | Intel Quad Core
Memory | 8 GB 16 GB 32 GB
Storage | SSD 128 GB SSD 256 GB SSD 512 GB

Genian NAC supports agents for windows and macOS operating systems. The quantity of agents may be less than or
equal to the number of systems in which Windows and macOS operating systems are installed.

The Genian NAC Policy Server can be divided into two parts: a node server that receives and processes data from network
sensors and agents, and a database that stores data. In a small to medium-sized operating environment, it is common for
two functions to work together on a single server, but in a large-scale operating environment, the two functions can be
operated as separate servers. If your network consists of more than 10,000 nodes, consider configuring the node server
and database separately.

8.4.6 Step 5. Availability and Reliability Requirements

For availability and reliability, Genian NAC supports Active/Standby configuration. By configuring Backup system for
policy server and network sensor, service can be provided without interruption in case of master system failure. For this,
Genian NAC provides its own HA capabilities to automatically detect master system failures.

HA configuration requires an additional backup system for each system, so you need to prepare twice the number of
devices required for service configuration.

8.4.7 Sizing Questionnaire

Please answer the following questions:

Number of Devices (Number of unique MACs on network)

Number of Nodes (Number of MAC+IP conbinations on network)

Number of L2 Networks (Number of broadcast domains)

Number of Network Sensors (One sensor supports up to 128 VLANS, each remote network needs a
Sensor)

Number of Agent Applied Devices

Policy Server Functional Serparation (Node Server/Database Server) YES /
NO

High Availability for Policy Server YES /
NO

High Availability for Network Sensor YES /
NO
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8.5 Preparing Network

When planning your Genian NAC Deployment onto your network there are several considerations.
¢ Where should the equipment be placed?
* How will it connect to my switches?
* How many pieces of equipment do I need?

* What ports do I need to open for Genians to communicate?

8.5.1 Wired Connectivity

The Policy Server should be directly connected to your Core Switch port as an access port. The Network Sensor should
be connected to an Edge Switch port that can be an access port, or trunk port.

Switches

Network Sensors must be able to see broadcast packets, so they must be connected to all managed subnets.
VLANSs

To monitor multiple VLANS (up to 128, recommended 64) through a single port, make sure the switch port is configured
with 802.1Q trunking and that all VLANS you wish to monitor are allowed on that port.

Switches differ in how to configure this setup.

Below are examples of how to configure 802.1Q Trunk ports for VLANs on common switches. In these examples, we
will show how to add VLANs 100 and 200 to port 48, configured with .1q trunk encapsulation.

Cisco Switch

Cisco (config) #interface gil/0/48

Cisco (config-if) #switchport trunk encapsulation dotlqg
Cisco(config—-if) #switchport mode trunk

Cisco(config-if) #switchport trunk allowed vlan add 100,200

HP Switch

#vlian 100
#tagged 48
#vlan 200
#tagged 48

Procurve (config
Procurve (config
Procurve (config
Procurve (config

SNMP

Genians supports SNMP Versions 1, 2c¢ and 3. The read-only community string is used to check whether the node
supports SNMP in the process of collecting information about the Node by the network sensor. If the node responds to
an SNMP request, the sensor verifies that the node is a switch by verifying that it supports the BRIDGE-MIB through an
SNMP query. The read-write community string is used to make changes to the switches for port descriptions and shutting
down switch ports. In addition, it can be used for various additional functions such as collecting information of wireless
controller using SNMP, detecting platform information of device.

Note: Be sure to add the Network Sensor to the access-lists of all switches in the same network segment, and assign
necessary permissions for users/groups to view all OIDs. For more info see: Switch Ports
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WAN

If you have more then one location behind WAN Technologies then a Network Sensor would be required at each of these
locations.

8.5.2 Wireless Connectivity

Network Sensors with Wireless NIC is used to detect wireless packets and identify SSIDs that are both Internal to your
network and External (Neighboring) to your network. Placement of the Network Sensor with Wireless NIC is critical as
you do not want to place this in a Data closet where you will only detect Wireless SSIDs near the data closet. You will
want to place the Network Sensor with Wireless NIC centrally to where you can detect the majority of the SSIDs around
it.

8.5.3 Firewall Requirements

The following connections must be allowed for Genian NAC to function properly.
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On-Premise
SRC IP DST IP Service Note
Policy Server IP
54.81.159.137 TCP/443 Sign-in to
TCP/443 WWWw.genians.com

d1s536j2uzv1h7.cloudfront,
(IP may vary)

Log-Server

DB-Server

Network Sensor IP, PC
IP(Agent)

https:
//alarm.geninetworks.com

https://alarm?2.
geninetworks.com

https://geniupdate.
geninetworks.com

https://cmupdate.
geninetworks.com
https://techlab.
geninetworks.com
https://pi-api.genians.com
https://api.genians.com

netCP/9200~9300,

TCP/9300~9400
TCP/3306
UDP/3871
TCP/443
TCP/443
TCP/443

TCP/443
TCP/80, TCP/443
TCP/443
TCP/443

(On-Prem Only)

Download Updated
Software Image (On-Prem
Only)

Log-Server

Database

KeepAlive, Send Event
Alarm Service

Alarm Service
GenianData Update
GENIAN Data Update
(On-Prem Only)
GenianData
Update(Global)
Platform false positive
report/non-detection
report

Genian DPI

Join Us Login Feature

Network Sensor IP

Various services on

See UI under System >

Policy Server IP/FQDN unique ports Services > Port
PCIP (Agent)

Policy Server IP/FQDN UDP/3870 Keep Alive

Y TCP/80, TCP/443 Update Information/Policy
TCP/8000 Windows Update

Management PC

Policy Server IP, Network | TCP/3910 SSH Console

Sensor IP TCP/8443 WEB Console

Policy Server IP

Note: GENIAN Data: It required to allow the On-Premise Policy Server to get weekly/monthly updates for the Platform
Detection DB, CVE and NIC Vendors.

8.5. Preparing Network
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Cloud Managed

SRC IP DST IP Service Note
Policy Server IP
3.34.24.101 TCP/80, TCP/443 Platform false positive
Network Sensor IP, PC UDP/UNIQUE PORT report/non-detection
IP(Agent) report
KeepAlive, Send Event
Network Sensor IP
Policy Server IP/FQDN UDP/UNIQUE PORT Keep Alive
TCP/80, TCP/443 Update Information/Policy
PCIP (Agent)
) UDP/UNIQUE PORT Keep Alive
Policy S IP/FQDN
olicy Server IP/FQ TCP/80, TCP/443 Update Information/Policy
TCP/8000 Windows Update
Management PC Network Sensor IP TCP/22 SSH Console

Note: UNIQUE PORT: Specific Port Info for the Cloud Managed Policy Server can be found in the Web Console by
selecting System on the top panel, and then selecting Service > Port from the left menu bar.

Note: Keep Alive traffic is sent from all Sensor interfaces, including Vlan interfaces (ethX, and ethx.x)
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CHAPTER
NINE

INSTALLING GENIAN NAC

This chapter guides you through installing Genian NAC on your system and accessing the administrator Web and CLI
Console.

9.1 Installing Genian NAC

Note: Allinstallation methods require a Genian NAC iso image. This image contains both the Policy Server and Network
Sensor.

9.1.1 Choose Policy Server Deployment

Cloud-managed

A Genians Cloud deployment option is available that does not require users to manually install and manage Policy Servers.
Additionally, a Private Cloud option is available through an AWS Marketplace AMI. A Network Sensor appliance is

still required on your network in order to access most features of Genian NAC. Continue reading for network sensor
installation instructions.

Learn more about Cloud-Managed NAC
On-Premise

In an On-Premise deployment, both the Policy Server and Network Sensor(s) are both installed on the users physical or
virtual appliances.

9.1.2 Choose Appliance Installation Type
All-in-One (Policy Server + Network Sensor)

This option is for On-Premise deployments only. In a small network, a system can function as a policy server and network
sensor. Sensor may be disabled if only Policy Server is desired (see next section).

Note:

All in one configuration does not support:
- High Availability
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- CWP domain
All-in-One is more resource intensive, because both Policy Server and Sensor processes are performed.

Standalone Policy Server
Complete the same steps as shown in All-in-One configuration. After installation, disable the network sensor component.
1. Go to System in the top panel
. Select the Policy Server IP Address
. Click the Sensor tab

2
3
4. Find the Interface of the sensor, and select Sensor under Settings.
5. For Sensor Mode, select Inactive

6

. Click Update

Network Sensor Only
Network Sensor only installations are used along with the Cloud-Managed Policy Server, as well as in larger distributed
Networks for performance and reliability. At least two systems are required for this deployment type.

#curl -s https://docs.genians.com/install/ztna-sensor.sh | sudo BRANCH= bash -s - POLICY-
SERVER.DOMAIN or IP

You can install the Policy Server on a physical machine or virtual machine.

It is recommended that the Wireless Network Adapter be installed (unavailable in virtual installation) in order for the
network sensor to collect Wireless LAN information. See wireless-adapter-compatibility

Physical Machine
You can use generic intel server like HP, Dell or Mini PC for testing and small deployment. If you have any hardware
comparability issue, please contact us
Minimum Hardware Requirements
* Processor: Intel or AMD Dual core
e Memory: 4GB (8 GB Recommended)
* Storage: 120GB
e NIC: 1+ Wired Network Interface, Wireless Interface (Optional)
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Virtual Machine

Configure the Virtual Machine to Run as System Type: Linux, Version: Other 64-Bit.

You can install Policy Server on virtual machine. We support various hypervisors like VMWare, VirtualBox, XenServer.

Note: If installing to a Virtual Machine:

 you must enable Promiscuous mode.

» Network Sensors installed onto a virtual machine typically will not have direct access to the wireless interface on
the host hardware. As a result, a wireless sensor will not be detected, even if the host machine uses a wireless
network interface.Genian NAC will detect the hosts wireless interface as a wired sensor interface. In this case,
an endpoint agent installed to a device with a wireless NIC can perform the functions of a wireless sensor. See:

Controlling WLAN

* You must set your adapter to Bridge Mode if connecting to an access port, or enable VGT mode (or equivalent

settings) if connecting to a trunk port. For more info see the page below:

Configuring Trunking in Virtual Environments

If you are deploying a sensor using a hypervisor and plan to monitor multiple VLAN through a trunk port,
special configuration is needed.

» Configure your physical switch port and Genian NAC as described in Installing Genian NAC.

» Special settings will be configured within the virtual network to allow Genian NAC to communicate
with the physical trunk port.

e For all hypervisors, ensure the NIC assigned to Genian NAC supports VLANs and is placed in
promiscuous mode.

¢ The virtual sensor host must be linked to the physical switch using a virtual switch.

ESXi

Different configurations are possible depending on which switching technology is being used in ESXi.

vSwitch

* On the Virtual Switch, edit the port group:
* Enable VGT Mode
e Set the VLAN ID to 4095.

This will allow traffic from all VLANSs to travel through the virtual switch, between your Physical switch
port and Genian NAC.

9.1. Installing Genian NAC
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Distributed vSwitch

Under Home > Inventory > Networking, Edit Settings for the desired dvPortGroup.
Go to Policies > VLAN:

Set VLAN type to VLAN Trunking

Set range or list of VLANSs.

This will allow traffic from all specified VLAN:S to travel through the virtual switch, between all virtual
machines and physical NICs assigned to to the vSwitch.

Hyper-V

Warning: Hyper-V does not support trunk configuration in the GUI, Powershell is required.
Please be warned trunking configurations will not be visible in the GUI after they have been configured.

Because Hyper V names all interfaces "Network Adapter" by default, we strongly advise renaming, re-
moving + recreating, or using a script to select target interface by MAC address.In the example below,
we will demonstrate deleting a single interface and recreating it, before configuring trunking.

These changes will result in temporary disconnection, and are best performed with the guest system is
powered down.

In Powershell, enter the following commands with the bracketed values changed to match your envi-
ronment:

List the interfaces connected to the VM:

Get-VMNetworkAdaptervlan -VMName [vmname]

Delete the existing interfaces that were output by the above command. Repeat as needed.
Remove-VMNetworkAdapter —-VMName [vmname] —-Name " [Network Adapter]"

Add back interfaces using the command below. Assign unique interface names if adding multiple
interfaces. (Single interface recomended)

Add-VMNetworkadapter —-VMName [vmname] -Name "[EthO]"

Lastly configure the interface(s) to a trunk port. Be sure to not include the native vlan within the allowed
vlan scope.

set-VMNetworkAdapterVlan —VMName [name] —-VMNetworkAdapterName
"[EthO]"-Trunk -AllowedVlanIdList "[allowed vlans]" -NativeVlanId
[native vlan]

Check your interfaces

— Get-VMNetworkAdaptervlan —-VMName [vmname]

Real world syntax examples:

L]

Get-VMNetworkAdaptervlan —-VMName GenianNAC
Remove-VMNetworkAdapter —-VMName GenianNAC -Name "Network Adapter"

Add-VMNetworkadapter -VMName GenianNAC —-Name "EthO"

50

Chapter 9. Installing Genian NAC



Genian NAC, Release 5.0.67

¢ set-VMNetworkAdapterVlian -VMName GenianNAC -VMNetworkAdapterName
"EthO"-Trunk -AllowedVlanIdList "10,20,30" —-NativeVlanId 1

* Get-VMNetworkAdaptervlan -VMName GenianNAC

Citrix Hypervisor (Xenserver)

¢ In the host Network Tab in Xencenter:

e Add an external network for each VLAN, and assign each entry to the NIC that is connected
to the switch trunk port.

For more information about hardware requirements, See Sizing Software and Hardware.

9.1.3 Prepare Network Connection
Genian NAC requires a network connection with at least one static IP address for management. If you are installing in
an All-in-One configuration, you can use the management interface with an interface for network sensors.

Genian NAC needs to monitor network broadcast packets (ARP, DHCP, uPNP...), it must be connected to all the
segments (broadcast domains) that you want to manage.

If you have a switch configured with VL AN, you can set up an 802.1Q trunk port to monitor multiple networks with one
physical interface.

If you are installing Genian NAC in a virtual environment, the VM (Sensor) must have direct communication to and from
all segments you wish to monitor and control. This may be accomplished in a variety of ways depending on your available
hardware, and the capabilities of your virtualization platform.

Access Port

No additional configuration is required to monitor a single network over a switch access port. If you are installing to a
machine with more than one NIC, you can still monitor multiple LANs, or VLANSs through access ports.

Trunk Port

To monitor multiple VLANS on a single interface, your switch port must be set to trunk mode with 802.1Q encapsulation.
Below are examples of how to configure 802.1Q Trunk ports for VLANs on common switches. In these examples, we
will show how to add VLANSs 100 and 200 to port 48, configured with .1q trunk encapsulation.

Cisco Switch

Cisco (confiqg) #interface gil/0/48
Cisco(config-if) #switchport trunk encapsulation dotlqg
Cisco (config-if) #switchport mode trunk

(
(
(
Cisco(config-if) #switchport trunk allowed vlan add 100,200

HP Switch

Procurve (confiqg) #vian 100
Procurve (config) #tagged 48
Procurve (confiqg) #vian 200
)

(
(
(
Procurve (confiqg) #tagged 48
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9.1.4 Download Software

Download the Policy Server ISO file from the download page and create a CD-ROM or bootable USB for physical
machine installation

Create a Bootable USB Drive

Caution: All files in the USB drive will be deleted during the process so back up your files from the USB Drive to
move forward.

To install Genian NAC Policy Server to a physical machine, first create a USB drive using UNETbootin.

Getting UNETbootin

Genians recommends UNETbootin which allows you to create a USB flash drives for Genian NAC installation without
burning a CD. Choose your Operating System to download UNETbootin.

Create a USB Drive

Ensure that your USB drive is formated FAT32. Other file systems may not be supported.
Once UNETbootin is installed, follow the steps below.

1. Load the Disk image
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7

() Distribution == Select Distribution == » == aelect VYersion == -

Welcome to UMNetbootin, the Universal Metboot Installer, Usage:

1, Select a distribution and version to download from the list above, or manually
specify files to load below,
¢, Select an installation type. and press OF to begin installing,

(@) Diskimage |50 ~ 1sWMAC-CTE4-CURRENT-current,izo
apace used to preserve files across reboots (Ubuntu anly): |0 = | MB
Type: 5B Drive ~  [Drive: Hiy - 0] Cancel

2. Click OK and move on.
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®

1, Downloading Files (Done)
2. Extracting and Copying Files {(Current)
3, Installing Bootloader

4, Installation Cormplete, Reboot

Extracting files. please wait, .,

Archive: C:¥lsers®ywryoWDownloadsWhAC-C TE4-CURREMNT-current, iso
Source: imagesWMNAC-A4GEMNT-C-current, zip (32 MB)

Destination: G:%WimagesWNAC-AGENT-C-current, zip

Extracted: 2 of 15 files

.. 13%

3. Click Exit
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"

1, Downloading Files (Done)
¢, Ewtracting and Copying Files (Daone)
3, Installing Bootloader (Done)
| 4, Installation Complete. Reboot {Current)

&fter rebooting, select the USE boot option in the BIOS boot menu,
Reboot now?

Reboot Mow Euit

Now, you have the USB drive to install Genian NAC into your desired machine. Congrats!

Troubleshooting

¢ Error message: "BOOTMGR is missing" indicative of improperly formatted USB drive.

Note: The Genian NAC installation contains the linux operating system. You do not need to install a separate OS.

9.1.5 Installing Genian NAC

Follow these steps to install a Policy Server, Sensor, or combined system on a device.
1. Boot up your machine
* Insert the CD-ROM or bootable USB flash drive into your physical machine
* Change the boot sequence to boot from the CD-ROM or USB drive
¢ On virtual machine, select ISO file for installation media.

2. Type “1” for Genian NAC Policy Server + Sensor (or type "2" for install additional network sensor)

9.1. Installing Genian NAC 55



Genian NAC, Release 5.0.67

GNAC CURRENT [Running] - Oracle VM VirtualBox [

File Machine View Input Devices Help
Genian NAC Installation
opyright (c) GENIANS, INC. All rights reserwved.

lease select installation system

. Genian NAC Policy Server + 3ensor
. Genian NAC Sensor

B @ @@ & & T G (E right cirl

Warning: This will erase all files on the target disk. Data lost will not be recoverable.

73t
1

3. Type “i” to proceed

GNAC CURRENT [Running] - Oracle VM VirtualBox

File Machine View Input Devices Help

Genian NAC 5 Installation start
Loading installation image from rdevscdrom ...
ou can unplug installation media (rdevrscdrom)

Product Hame: Genian NAC Folicy Server
NAC-CT64-R-75510-5.0.17.0327
CTo4
7914 MB
34.4 GB, rdevrssda
¢ etho

FORMAT target disk and install software
exit

ARNING: THE INSTALLATION WILL DELETE ALL DATA ON TARGET DISK.
ARNING: PLEASE BACKUP YOUR DATA BEFORE INSTALLATION
[felect (irsed > i_

BEO%EF @O E @l Right ctr
4. Reboot your system
* Remove the installation media (e.g. USB)

¢ Press Enter to reboot
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GNAC CURRENT [Running] - Oracle VM VirtualBox [

File Machine View Input Devices Help

Genian NAC Policy Server

NAC-CT64-R-7?5510-5.0.17.0327
Platform Name: CTe4

7914 MB
34.4 GB, rdevrsda

FORMAT target disk and install software
exit

ARNING: THE INSTALLATION WILL DELETE ALL DaTa ON TARGET DISK.
ARNING: PLEASE BACKUP YOUR DAThn BEFORE INSTALLATION
Select (irze) > i

ake filesystem: ~sdevrssda ... done
Install Product: -sdevwrssdal ... done
Install BootLoader: ~sdevrssda ... done

Inztallation complete .
Please remove installation media and reboot

ress enter to reboot

e P 1l [} 3 (8 right cirl

9.1.6 Initial Configuration

After the system reboots, you need to do the initial setup.
1. Create admin account for Web UI and SSH connection
¢ Enter superadmin account name. (default is admin)

* Enter superadmin password

GNAC CURRENT [Running] - Oracle VM VirtualBox

File Machine View Input Devices Help

Genian HAC Initial Configuration Tool

P 01l & [0 @[ right Cerl

2. Select interface & connection type
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GNAC CURRENT [Running] - Oracle VM VirtualBox

File Machine View Input Devices Help

Genian NAC Initial Configuration Tool

ress Cirl+C if you want to restart the configuration process
nter administrator username (4-31 characters) [adminl:
t Password must contain at least one alphabet, number and special character

Enter administrator password (minimum 9 characters):
Re-enter Password:

Select management interface: _

e &g 1 @ 7 5} & (8] right ctrl

Note:

Please make sure that the network connection is connected to the first interface (ethO) of the system.

* In case the interface ethQ is connected access port (regular port)

non

— Type "n

* In case the interface ethO is connected to 802.1Q trunk port

"o

- Type "y

Enter VLAN IDs for activate NAC service (Concatenated by comma or A-B for range. e.g: 10,20-
30)

Enter VLAN ID for managem